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Figure 8:

Schematic representation of magnetized regions intervening in UHECR propagation. Their

approximative characteristic length scales are indicated in grey.

flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-

Carlo methods are best suited to model inhomogeneous distribution of sources, calculate

secondary emissions, and treat the complex processes intervening in the propagation of

nuclei in the intergalactic medium. Among the existing propagation codes that have been

developed for this purpose, one might refer to the public code CRPropa (Armengaud et al.

2007) and to the complete nuclei propagation tool by Allard et al. (2006).

The calculated spectra are in very good agreement with the observed spectra for a variety

of chemical compositions, Galactic to extragalactic transition models, source evolution his-

tories, and injection spectrum indices between 1.6� 2.7, for a fixed maximum acceleration

energy, Emax (see, e.g., Figure 2). Kachelriess & Semikoz (2006) demonstrate that relaxing

the assumption of a single maximum acceleration energy and introducing a power-law dis-

tribution of Emax leads to a change in the overall propagated spectrum slope. A key region

for models to fit is the ankle around a few EeV where the spectral slope changes (see Section

4). The precise shape of the GZK feature depends on the local source density and on the

transient or continuously emitting natures of the sources (see, e.g., Aloisio & Boncioli 2010;

Berezinsky et al. 2006; Blasi et al. 1999; Medina Tanco 1998; Miralda-Escudé & Waxman

1996). For instance, if Emax � 100 EeV a recovery of the spectrum at high energies can be

observed by future detectors.

3.2 The e↵ects of Magnetic fields

The absence of powerful astrophysical counterparts in the arrival directions of UHECRs

is probably related to the e↵ect of cosmic magnetic fields that deflect and delay particles

during their propagation. Charged particles are subject to the influence of magnetic fields

14 Kotera & Olinto

Deflection in Galactic and

extragalactic mag. fields

B ⇠ 10�6 G

B  10�9 G

(Kotera & Olinto, ARAA 2011)

Physics of UHECRs in a nut shell

Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

Need accelerator of size of Mercury orbit 
to reach 1020 eV with LHC technology

(Unger, 2006)

LHC:  27 km circumference

Energy loss due to interaction 
with background radiations (GZK effect)



The Pierre Auger Observatory
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4 fluorescence detectors 
(24 telescopes in total)

 Infill array of 750 m
(63 stations, 23.4 

km2)

AERA - Auger Engineering Radio Array

World’s largest radio experiment for
CR-physics.

Profiting from 3 other nearby CR-detectors:
(! high quality data, ext. trigger, ...).

100% duty cycle.

Energy threshold ⇠ 1017 eV.

2/16

1665 surface detectors: 
water-Cherenkov tanks 

(grid of 1.5 km, 3000 km2)

Radio antenna array
(153 antennas, 17 

km2)

  500 members, 
  98 institutes, 17 countries 

High elevation telescopes

LIDARs and laser 
facilities

Pierre Auger Observatory
Province Mendoza, Argentina

Southern hemisphere: Malargue, 
Province Mendoza, Argentina

Water-Chernkov
detectors



Telescope Array (TA)

Northern hemisphere: Delta, Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators
(grid of 1.2 km, 680 km2)

3 fluorescence detectors 
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

ELS Operation

LIDAR
Laser facility

FD Observation
Sep.3rd.2010   Beam Shot into the Sky, and Observed by FD

Event Display of ELS Shower 
Data  :  Sep.5th .2010.  AM04:30(UTC)

Energy : 41.1MeV 

Charge : 50pC/pulse

����

Beam Operation            :  Sep.2nd -4th

Beam shot into the Sky :   Sep. 3rd and 4th

# of Shot into the Sky�1800 pulses

Output power = 41.4MeV�40�140pC/pulse�0.5Hz

�	�����
���

Electron light 
source (ELS): 
~40 MeV

Infill array and high
elevation telescopes

Test setup for 
radar reflection
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Hybrid detection of UHECRs
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Example: event observed with Auger Observatory
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Highlights of flux measurements
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over the whole energy range [15]. This benefits from the
high-precision AIRFLY measurement of the fluorescence
yield [16] and from an accurate data-driven estimation
of the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and
B parameters, the characterization of the atmosphere,
the reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.

To derive the energy spectrum, we use events recorded
by the SD with the largest-signal station not located on
the boundary of the array, with zenith angle ✓ < 60� and
energy � 2.5⇥1018 eV. These selection criteria not only
ensure adequate sampling of the shower but also allow the
evaluation of the aperture of the SD in a purely geometri-
cal manner in the regime where the array trigger is fully
e�cient and independent of the mass or energy of the
primary particle [17]. The resulting SD data set consists
of 215,030 events recorded between 1 January 2004 and
31 August 2018, from an exposure, E , of (60,400±1,810)
km2 sr yr. The determination of E , dependent only on
the acceptance angle, the surface area and the live-time
of the array, is discussed in detail in [17].

The procedure for extracting the spectrum from the
observations, fully discussed in [8], is summarised here.

The energy spectrum, typically a power law (/ E
��)

with spectral index � in a given energy interval, is esti-
mated as Ji = ciNi/ (E�Ei), with Ni the number of ob-
served events in di↵erential bins of width� log10 Ei = 0.1
and ci the correction factors required to eliminate the bi-
ases caused by the finite energy resolution. The size of
the bins is such that it corresponds approximately to the
energy resolution in the lowest energy bin, which starts
at 2.5⇥1018 eV.

The correction factors are needed because, as the spec-
trum is steep, the finite resolution causes migration be-
tween bins, particularly from lower to higher energies,
artificially enhancing the flux. At the lowest energies,
the correction depends also on the behaviour of the de-
tection e�ciency in the energy region where the array is
not fully e�cient as well as on the bias in the energy due
to trigger-selection e↵ects.

A forward-folding approach is used to determine the
correction factors. It consists of finding the model of the
energy spectrum folded for detector e↵ects that best de-
scribes the data, and then using this model to calculate
the values of ci. The SD e�ciency can be estimated from
the fraction of hybrid events that also satisfy the SD trig-
ger conditions, because above 1018 eV, the hybrid trigger
e�ciency is 100% independent of primary mass [18]. The
energy resolution of ESD, and the bias in its estimate, are
found from a study of the distributions of ESD/EFD. The
resolution improves from ⇡ 20% at 2⇥1018 eV to ⇡ 7%
at 2⇥1019 eV and is constant thereafter. The bias is zero
above 2.5⇥1018 eV and increases smoothly going to lower
energies and larger zenith angles: at 1018 eV it is ⇡ 10%
at 0� and ⇡ 30% at 60�.

Thanks to the hybrid measurements, the correction
factors are estimated avoiding any reliance on model and
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Figure 1: Top: energy spectrum scaled by E2 with the number
of detected events in each energy bin. In this representation
the data provide an estimation of the di↵erential energy den-
sity per decade. Bottom: energy spectrum scaled by E3 fitted
with a sequence of four power laws (red line). The numbers
(i = 1, . . . , 4) enclosed in the circles identify the energy in-
tervals where the spectrum is described by a power law with
spectral index �i. The shaded band indicates the statistical
uncertainty of the fit. Upper limits are at the 90% confidence
level.

primary mass assumptions. The factors are maximal at
the lowest energies, ⇡ 8%, and less than 5% at the high-
est energies available. Further details are given in [8].
The model of the energy spectrum that we used for

over a decade is a series of two power laws followed by a
slow suppression. With the current exposure, this model
turns out to describe the data poorly, as the reduced
deviance is found to be 35.6/15 [8]. Consequently, we
adopt a more complex function with a sequence of four
power laws with smooth transitions [19],

J(E) = J0

✓
E

1018.5 eV

◆��1 3Y

i=1

"
1 +

✓
E

Eij

◆ 1
!ij

#(�i��j)!ij

,

with j = i + 1 and !ij = 0.05. The !ij factors control
the widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0/12, which allows us to disfavor
the previous parameterization with 3.9� confidence [8].
The resulting di↵erential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is J0 =
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Highlights of composition measurements
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Alves Batista et al. Open Questions at Ultrahigh Energies

FIGURE 4 | Measurements (Abbasi et al., 2018d; Bellido, 2018) of the mean (Left) and standard deviation (Right) of the distribution of shower maximum as a function

of energy. Data points from the Pierre Auger Observatory are shown as published since they have been corrected for detector effects. Data from the Telescope Array

have been approximately corrected for detector effects by shifting the mean by +5 g/cm2 (Yushkov, 2018) and by subtracting an Xmax-resolution of 15 g/cm2 (Abbasi

et al., 2018d) in quadrature. Furthermore, the TA data points were shifted down by 10.4% in energy to match the energy scale of the Pierre Auger Observatory (Ivanov,

2018) (see also De Souza, 2018 for a discussion of the good overall compatibility of the Xmax measurements from the Pierre Auger Observatory and the Telescope

Array). All error bars denote the quadratic sum of the quoted statistical and systematic uncertainties. The energy evolution of the mean and standard deviation of Xmax

obtained from simulations (Bergmann et al., 2007) of proton- and iron-initiated air showers are shown as red and blue lines respectively. The line styles indicate the

different hadronic interaction models (Ostapchenko, 2011; Pierog et al., 2015; Riehn et al., 2016) used in the simulation. M. Unger for this review.

FIGURE 5 | Composition fractions arriving at Earth derived from fitting templates of four mass groups to the Xmax distribution measured with the fluorescence

detectors of the Pierre Auger Observatory (adapted from Bellido, 2018). Error bars denote statistical uncertainties and lines were added to guide the eye. The two

interpretations of the data with EPOS-LHC and Sibyll2.3 are shown as closed and open symbols with solid and dashed lines styles, respectively. The QGSJetII-04

interpretation from Bellido (2018) is not shown, since it does not give a good description of the Xmax distributions over a wide range in energy (see also discussion in

Aab et al., 2014b). As of today, no composition fractions are available around and above 1020 eV. M. Unger for this review.

on the right panel of Figure 4. Only the measurements with
fluorescence detectors have enough resolution to determine the
intrinsic (as opposed to detector-related) standard deviation of
shower fluctuations. For comparison, the predictions of 〈Xmax〉
of proton- and iron-initiated air showers simulations using
hadronic interaction models (Ostapchenko, 2011; Pierog et al.,
2015; Riehn et al., 2016) tuned to LHC data are shown as red and
blue lines.

These measurements of the first two moments (mean and
standard deviation) of the Xmax distribution suggest that the
composition of cosmic rays becomes lighter as the energy
increases toward the ankle (until around 1018.3 eV) and then
becomes heavier again when approaching ultrahigh energies. The

data points from the surface detector of Auger might indicate a
flattening of this trend at ultrahigh energies, but more statistics
are needed to confirm this finding. Note that, whereas 〈Xmax〉
scales linearly with the average logarithmic mass of cosmic-ray
primaries, a large value of σ (Xmax) can either signify a light
composition or a mixture of light and heavy nuclei, whereas a
small value of σ (Xmax) corresponds to intermediate or heavy
composition with a small admixture of light elements (see, e.g.,
Linsley, 1983; Kampert and Unger, 2012).

For a more quantitive insight on the mass composition of
UHECRs, the Pierre Auger Collaboration fitted templates of
four mass groups (p, He, N, Fe) to the Xmax distributions (Aab
et al., 2014b; Bellido, 2018). The derived mass fractions are
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blue lines.

These measurements of the first two moments (mean and
standard deviation) of the Xmax distribution suggest that the
composition of cosmic rays becomes lighter as the energy
increases toward the ankle (until around 1018.3 eV) and then
becomes heavier again when approaching ultrahigh energies. The

data points from the surface detector of Auger might indicate a
flattening of this trend at ultrahigh energies, but more statistics
are needed to confirm this finding. Note that, whereas 〈Xmax〉
scales linearly with the average logarithmic mass of cosmic-ray
primaries, a large value of σ (Xmax) can either signify a light
composition or a mixture of light and heavy nuclei, whereas a
small value of σ (Xmax) corresponds to intermediate or heavy
composition with a small admixture of light elements (see, e.g.,
Linsley, 1983; Kampert and Unger, 2012).

For a more quantitive insight on the mass composition of
UHECRs, the Pierre Auger Collaboration fitted templates of
four mass groups (p, He, N, Fe) to the Xmax distributions (Aab
et al., 2014b; Bellido, 2018). The derived mass fractions are
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Auger and TA data are 
compatible with each other 

Interpretation depends on models

(MIAPP, Front. Astron. Space Sci. 2019 
Auger, ICRC 2017 & 2019 
Auger, Phys. Rev. D 2014 
TA, ApJ 858, 2018, 2)



Highlights of anisotropy measurements
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ond, an abrupt softening of the spectrum, may be interpreted as the long-sought GZK cutoff [1, 2],
or else may correspond to the cosmic accelerators running out of steam [9]. The differential en-
ergy spectra measured by the Telescope Array (TA) experiment and the Pierre Auger Observatory
(Auger) agree within systematic errors below 1019 eV. However, even after energy re-scaling, a
large difference remains at and beyond the flux suppression [10]. Once the significant differences
in the common sky have been understood [10, 11], fundamental differences between the northern
and southern UHECR skies can be investigated [12, 13].

UHECR primary composition – a more complex picture emerges

The atmospheric column depth at which the longitudinal development of a cosmic-ray shower
reaches maximum, Xmax, is a powerful observable to determine the UHECR nuclear composition.
Breaks in the elongation rate – the rate of change of hXmaxi per decade of energy – are associated to
changes in the nuclear composition [14], even when uncertainties in the UHE particle physics limit
the accuracy of mapping between Xmax and mass A. The Xmax measurements of both TA [15, 16]
and Auger [17–20] indicate a predominantly light composition at around the ankle. At the highest
energies (above 10 EeV), the Auger Collaboration reports a significant decrease in the elongation
rate, as well as a decrease of the shower-to-shower fluctuations of Xmax with energy. Both effects
suggest a gradual increase of the average mass of cosmic rays with energy. Interpreting the data
with LHC-tuned hadronic interaction models gives a mean baryon number A ⇡ 14 � 20 at E ⇡
1019.5 eV. The Auger-TA joint working group on composition concluded that the measurements of
the average shower maximum by TA and Auger are compatible within experimental uncertainties
at all energies [21, 22]. The observed decrease of the standard deviation of the Xmax distributions
reported by Auger can currently neither be confirmed nor ruled out by TA because of statistical
limitations. Thus the most recent data of UHE observatories reveals a complex evolution of the
cosmic-ray composition with energy that challenges the old simplistic models of CR sources.

UHECR Anisotropy – where are the sources?

Figure 2: Sky map, in equatorial coordinates, of local over-
and under-densities in units of standard deviations of UHECRs
above 47± 7 EeV. Taken from [31].

Composition measurements have led to
a paradigm shift, with cosmic rays now un-
derstood to be light (proton dominated) near
1018 eV and evolving towards heavier com-
position with increasing energy, spanning a
narrow range of atomic masses at each en-
ergy. Below the ankle, the arrival direc-
tions are highly isotropic [24], arguing that
these protons must be of extragalactic ori-
gin. They are consistent with being sec-
ondary products of the photo-disintegration
of UHECR nuclei in the environment of their sources [25] and/or can share the origin of PeV neu-
trinos [26, 27]. At higher energies, Galactic and extragalactic deflections of UHECR nuclei are
expected to smear point sources into warm/hot spots, for which evidence is accumulating. TA has
recorded an excess above the isotropic background-only expectation in cosmic rays with energies
above 1019.75 eV [28, 29], while Auger has reported a possible correlation with nearby starburst
galaxies, with a (post-trial) 4� significance, for events above 1019.6 eV [30]. A slightly weaker
association (2.7�) with active galactic nuclei emitting �-rays is also found in Auger events above
1019.78 eV [30]. A blind search for anisotropies combining Auger and TA data has been recently
carried out, with the energy scales equalized by the flux in the common declination band [31]. The
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Large-scale anisotropy (Auger data)
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Combination of vertical and inclined showers

 

0.38

0.42

0.46

km
-2 sr

-1 yr
-1

-90

90

180 -180

2MRS

5 EeV

2 EeV

gal. coordinates

(l,b) = (233�,�13�)

Expected if cosmic rays diffuse to Galaxy from 
sources distributed similar to near-by galaxies 
(Harari, Mollerach PRD 2015, 2016) 

Deflection of dipolar pattern due to  
Galactic magnetic field 

Strong indication for extragalactic origin

E > 8⇥1018 eV

Arrival directions follow mass distribution of  
near-by galaxies: extragalactic origin of sources

Galactic center

Estimated deflection in 
galactic mag. field

1019                                                   1020

Energy (eV)

6.5% dipole at 5.2 sigma 
Science 357 (2017) 1266 

(Auger Astrophys. J. 2018)

12 The Pierre Auger Collaboration

 0.01

 0.1

 1

 10  100

A
m

p
lit

u
d

e

Energy [EeV]

uniform
2MRS

data

Figure 6. Comparison of the dipole amplitude as a function of energy with predictions from models (Harari et al. 2015) with

mixed composition and a source density ⇢ = 10
�4

Mpc
�3

. Cosmic rays are propagated in an isotropic turbulent extragalactic

magnetic field with rms amplitude of 1 nG and a Kolmogorov spectrum with coherence length equal to 1 Mpc (with the results

having only mild dependence on the magnetic-field strength adopted). The gray line indicates the mean value for simulations

with uniformly distributed sources, while the blue one shows the mean value for realizations with sources distributed as the

galaxies in the 2MRS catalog. The bands represent the dispersion for di↵erent realizations of the source distribution. The steps

observed reflect the rigidity cuto↵ of the di↵erent mass components.

Regarding the possible origin of the dipolar CR anisotropy, we note that the relative motion of the observer with
respect to the rest frame of cosmic rays is expected to give rise to a dipolar modulation of the flux, known as the
Compton–Getting e↵ect (Compton & Getting 1935). For particles with a power-law energy spectrum d�/dE / E�� ,
the resulting dipolar amplitude is dCG = (v/c)(� + 2), with v/c the velocity of the observer normalized to the speed
of light. In particular, if the rest frame of the cosmic rays were the same as that of the cosmic microwave background,
the dipole amplitude would be dCG ' 0.006 (Kachelriess & Serpico 2006), an order of magnitude smaller than the
observed dipole above 8 EeV. Thus, the Compton–Getting e↵ect is predicted to give only a sub-dominant contribution
to the dipole measured for energies above 8 EeV.
Plausible explanations for the observed dipolar-like distribution include the di↵usive propagation from the closest

extragalactic source(s) or that it be due to the inhomogeneous distribution of the sources in our cosmic neighborhood
(Giler et al. 1980; Berezinsky et al. 1990; Harari et al. 2014, 2015). The expected amplitude of the resulting dipole
depends in these cases mostly on the number density of the source distribution, ⇢, with only a mild dependence on the
amplitude of the extragalactic magnetic field. For homogeneous source distributions with ⇢ ⇠ (10�5 � 10�3) Mpc�3,
spanning the range between densities of galaxy clusters, jetted radio-galaxies, Seyfert galaxies and starburst galaxies,
the dipole amplitude turns out to be at the level of few percent at E ⇠ 10 EeV, both for scenarios with light (Harari
et al. 2014) and with mixed CR compositions (Harari et al. 2015). A density of sources smaller by a factor of ten leads
on average to a dipolar amplitude larger by approximately a factor of two. An enhanced anisotropy could result if the
sources were to follow the inhomogeneous distribution of the local galaxies, with a dipole amplitude larger by a factor
of about two with respect to the case of a uniform distribution of the same source density. The expected behavior is
exemplified in Figure 6 where we have included the observed dipole amplitude values together with the predictions
from Harari et al. (2015) for a scenario with five representative mass components (H, He, C, Si and Fe) having an E�2

spectrum with a sharp rigidity cuto↵ at 6 EV and adopting a source density ⇢ = 10�4 Mpc�3 (ignoring the e↵ects of
the Galactic magnetic field). The data show indications of a growth in the amplitude with increasing energy that is
similar to the one obtained in the models. Note that this kind of scenario is also in line with the composition favored
by Pierre Auger Observatory data (The Pierre Auger Collaboration 2017c).
Regarding the direction of the dipolar modulation, it is important to take into account the e↵ect of the Galactic

magnetic field on the trajectories of extragalactic cosmic rays reaching the Earth.4 The facts that the Galactic magnetic

4 These deflections can not only lead to a significant change in the dipole direction and in its amplitude, but they also generate some
higher order harmonics even if pure dipolar modulation is only present outside the Galaxy (Harari et al. 2010).

(Auger, ApJ 2018)
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Likelihood test for anisotropy with astrophysical catalogs

Highest TS = 29.5 found for starburst galaxies with Eth=38 EeV
Catalog Eth 훉 faniso TS Post-trial

Starburst 38 EeV 15 ° 11 % 29.5 4.5 𝜎

𝛄-AGNs 39 EeV 14 ° 6 % 17.8 3.1 𝜎

Swift-Bat 38 EeV 15 ° 8 % 22.2 3.7 𝜎

2MRS 40 EeV 15 ° 19 % 22.0 3.7 𝜎

All the most significant excesses happen at similar Eth and angular scale

Note: 15°smeareadFisher-Von Misses distribution  ∼1.59×15°=24±8°top-hat

8

3. Arrival directions – Auger results today
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Highest TS = 29.5 found for starburst galaxies with Eth=38 EeV
Catalog Eth 훉 faniso TS Post-trial

Starburst 38 EeV 15 ° 11 % 29.5 4.5 𝜎

𝛄-AGNs 39 EeV 14 ° 6 % 17.8 3.1 𝜎

Swift-Bat 38 EeV 15 ° 8 % 22.2 3.7 𝜎

2MRS 40 EeV 15 ° 19 % 22.0 3.7 𝜎

All the most significant excesses happen at similar Eth and angular scale

Note: 15°smeareadFisher-Von Misses distribution  ∼1.59×15°=24±8°top-hat
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Particle physics (new particles and phenomena)
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Ultra-high-energy (UHE) photons at Auger: (some) scientific goals

possibility of complex chemistry if the electroweak scale was too far from the confinement scale of QCD27.
In this case, there would no longer be any real reason for DM to be linked directly or indirectly to the
electroweak scale. Although the structure formation constrains the DM density, it leaves a “carte blanche”
for the mass spectrum of DM. The dark sector would be as natural as possible if the DM scale is related to
the Planck scale or to the GUT scale.

Figure 1: Constraints on the mass and lifetime of
super-heavy DM particles from the absence of UHE
photons (green) and from the absence of CR with en-
ergy above 1020.2 eV (blue). The allowed region lies
above the curves. For illustration purpose, the 95%
CL upper limit on mass obtained from the possible
value of the Hubble rate at the end of inflation for a
reheating efficiency of 1% (10%) is shown as the ver-
tical dashed (dotted) line11.

SHDM particles that are only gravitationally
coupled could have been produced at the end of in-
flation via the “freeze-in mechanism”28–30, which
relies on annihilations of the standard model parti-
cles to populate the dark sector. An interesting con-
sequence is that, so as to produce enough such very
feebly coupled heavy particles, the reheating tem-
perature must be relatively high, which implies a
tensor/scalar ratio of the primordial modes possibly
detectable in the power spectrum of the CMB. The
limits inferred from the Planck satellite on this ratio
thus constrain the possible phase space for the mass
of the particles and the value of the Hubble rate at
the end of inflation25. The corresponding 95% CL
upper limits on the mass of SHDM, obtained from
the Hubble rate at the end of inflation not to over-
shoot the CMB bounds on tensor modes, are shown
as the vertical dashed and dotted lines in Figure 1
for reheating efficiencies of 1% and 10%, respec-
tively11. They are complementary to those obtained
from the upper limits on UHE-photon fluxes. Con-
versely, the absence of photons can be combined
with cosmological models and data to constrain fur-
ther the Hubble rate at the end of inflation as a func-
tion of the particle lifetime.

Alternatively to the freeze-in mechanism to produce super-heavy DM particles, it is worth noting that
a thermal freeze-out production could also be at play. Dynamical DM has been proposed, where different
dark-matter components can interact and decay throughout the current epoch31,32. On the other hand, an
annihilation rate that is exponentially enhanced relative to standard WIMPs could indeed be taking place if
an additional hidden sector exists, through a co-annihilation with the lighter slightly-unstable hidden-sector
species33. In this case, DM decouples once the number density of the lighter species is sufficiently diluted
by Hubble expansion, effectively delaying freeze-out. Then the search for UHE photons can also be used to
constrain the parameter governing the decay of the lightest state in the hidden sector into visible-sector final
states.

Summary. It is now beyond doubt that accelerated particles by electromagnetic processes in astrophys-
ical sites are responsible for the bulk of UHECRs. Yet a sub-dominant component could come from decay
products of SHDM particles. The continuous hunt for UHE photons with current and future UHECR de-
tectors could thus lead to a serendipitous discovery of DM. The sensitivity to such a scenario is growing
through, mainly, the bounds on UHE photons and the highest-energetic particles. The constraints are being
more restrictive and the allowed parameter space is shrinking.
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Extension to lower energies!
M. Niechciol (University of Siegen) for the Pierre Auger Collaboration, 6 October 2020
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electroweak scale. Although the structure formation constrains the DM density, it leaves a “carte blanche”
for the mass spectrum of DM. The dark sector would be as natural as possible if the DM scale is related to
the Planck scale or to the GUT scale.
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ergy above 1020.2 eV (blue). The allowed region lies
above the curves. For illustration purpose, the 95%
CL upper limit on mass obtained from the possible
value of the Hubble rate at the end of inflation for a
reheating efficiency of 1% (10%) is shown as the ver-
tical dashed (dotted) line11.
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flation via the “freeze-in mechanism”28–30, which
relies on annihilations of the standard model parti-
cles to populate the dark sector. An interesting con-
sequence is that, so as to produce enough such very
feebly coupled heavy particles, the reheating tem-
perature must be relatively high, which implies a
tensor/scalar ratio of the primordial modes possibly
detectable in the power spectrum of the CMB. The
limits inferred from the Planck satellite on this ratio
thus constrain the possible phase space for the mass
of the particles and the value of the Hubble rate at
the end of inflation25. The corresponding 95% CL
upper limits on the mass of SHDM, obtained from
the Hubble rate at the end of inflation not to over-
shoot the CMB bounds on tensor modes, are shown
as the vertical dashed and dotted lines in Figure 1
for reheating efficiencies of 1% and 10%, respec-
tively11. They are complementary to those obtained
from the upper limits on UHE-photon fluxes. Con-
versely, the absence of photons can be combined
with cosmological models and data to constrain fur-
ther the Hubble rate at the end of inflation as a func-
tion of the particle lifetime.

Alternatively to the freeze-in mechanism to produce super-heavy DM particles, it is worth noting that
a thermal freeze-out production could also be at play. Dynamical DM has been proposed, where different
dark-matter components can interact and decay throughout the current epoch31,32. On the other hand, an
annihilation rate that is exponentially enhanced relative to standard WIMPs could indeed be taking place if
an additional hidden sector exists, through a co-annihilation with the lighter slightly-unstable hidden-sector
species33. In this case, DM decouples once the number density of the lighter species is sufficiently diluted
by Hubble expansion, effectively delaying freeze-out. Then the search for UHE photons can also be used to
constrain the parameter governing the decay of the lightest state in the hidden sector into visible-sector final
states.

Summary. It is now beyond doubt that accelerated particles by electromagnetic processes in astrophys-
ical sites are responsible for the bulk of UHECRs. Yet a sub-dominant component could come from decay
products of SHDM particles. The continuous hunt for UHE photons with current and future UHECR de-
tectors could thus lead to a serendipitous discovery of DM. The sensitivity to such a scenario is growing
through, mainly, the bounds on UHE photons and the highest-energetic particles. The constraints are being
more restrictive and the allowed parameter space is shrinking.
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electroweak scale. Although the structure formation constrains the DM density, it leaves a “carte blanche”
for the mass spectrum of DM. The dark sector would be as natural as possible if the DM scale is related to
the Planck scale or to the GUT scale.

Figure 1: Constraints on the mass and lifetime of
super-heavy DM particles from the absence of UHE
photons (green) and from the absence of CR with en-
ergy above 1020.2 eV (blue). The allowed region lies
above the curves. For illustration purpose, the 95%
CL upper limit on mass obtained from the possible
value of the Hubble rate at the end of inflation for a
reheating efficiency of 1% (10%) is shown as the ver-
tical dashed (dotted) line11.
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coupled could have been produced at the end of in-
flation via the “freeze-in mechanism”28–30, which
relies on annihilations of the standard model parti-
cles to populate the dark sector. An interesting con-
sequence is that, so as to produce enough such very
feebly coupled heavy particles, the reheating tem-
perature must be relatively high, which implies a
tensor/scalar ratio of the primordial modes possibly
detectable in the power spectrum of the CMB. The
limits inferred from the Planck satellite on this ratio
thus constrain the possible phase space for the mass
of the particles and the value of the Hubble rate at
the end of inflation25. The corresponding 95% CL
upper limits on the mass of SHDM, obtained from
the Hubble rate at the end of inflation not to over-
shoot the CMB bounds on tensor modes, are shown
as the vertical dashed and dotted lines in Figure 1
for reheating efficiencies of 1% and 10%, respec-
tively11. They are complementary to those obtained
from the upper limits on UHE-photon fluxes. Con-
versely, the absence of photons can be combined
with cosmological models and data to constrain fur-
ther the Hubble rate at the end of inflation as a func-
tion of the particle lifetime.

Alternatively to the freeze-in mechanism to produce super-heavy DM particles, it is worth noting that
a thermal freeze-out production could also be at play. Dynamical DM has been proposed, where different
dark-matter components can interact and decay throughout the current epoch31,32. On the other hand, an
annihilation rate that is exponentially enhanced relative to standard WIMPs could indeed be taking place if
an additional hidden sector exists, through a co-annihilation with the lighter slightly-unstable hidden-sector
species33. In this case, DM decouples once the number density of the lighter species is sufficiently diluted
by Hubble expansion, effectively delaying freeze-out. Then the search for UHE photons can also be used to
constrain the parameter governing the decay of the lightest state in the hidden sector into visible-sector final
states.

Summary. It is now beyond doubt that accelerated particles by electromagnetic processes in astrophys-
ical sites are responsible for the bulk of UHECRs. Yet a sub-dominant component could come from decay
products of SHDM particles. The continuous hunt for UHE photons with current and future UHECR de-
tectors could thus lead to a serendipitous discovery of DM. The sensitivity to such a scenario is growing
through, mainly, the bounds on UHE photons and the highest-energetic particles. The constraints are being
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Violation of Lorentz invariance 
(propagation of UHECR, shower development)
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Figure 3: The σp−air-measurement compared to previous data and model predictions. For references see [2]
and [15].

For the present measurement the data is split in two energy intervals. The data is consistent
with a rising cross section with energy, however, the statistical precision is not yet sufficient to
make a statement on the functional form.
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Particle physics (hadronic interactions)
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Importance of hadronic interactions at different energiesSensitivity of Air Showers to Interactions
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Global shower properties and the shower maximum are sensitive to
the highest energy interactions

Muons in air showers are sensitive to the hadronic cascade over all
energies
→ Large problem in predicting the overall muon number is small

problem on the level of individual interactions
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Sensitivity of Air Showers to Interactions
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Muons: majority produced  
in ~30 GeV interactions

Shower particles produced in 100 
interactions of highest energyElectrons

Muons

Electrons/photons: 
high-energy interactions

Muons/hadrons: 
low-energy interactionsLow-energy

interactions

(Ulrich APS 2010)
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Muon production at large lateral distance

Energy distribu.on of last interac.on 
that produced a detected muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE �Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary

In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

(Auger, PRL 117, 2016)

None of the models gives a really good description
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
〈Xmax〉 and 〈lnA〉 at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

〈Xmax〉 = 〈Xmax〉p + fE〈lnA〉, (9)

where 〈Xmax〉p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
〈Xmax〉p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

〈lnNµ〉 = 〈lnNµ〉p + (1 − β)〈lnA〉 (10)

β = 1− 〈lnNµ〉Fe − 〈lnNµ〉p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d〈lnRµ〉p/d lnE and d〈lnRµ〉Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[〈lnRµ〉] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth 〈Xmax〉 into a prediction of the mean loga-
rithmic muon content 〈lnRµ〉 at θ = 67◦ for each hadronic
interaction model. The relationship between 〈Xmax〉 and
〈lnRµ〉 can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of 〈lnRµ〉 and d〈lnRµ〉/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated 〈lnA〉 data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute 〈lnA〉 using
Eq. (9) [4] from the latest 〈Xmax〉 data [39]. The sys-
tematic uncertainty of the 〈lnRµ〉 predictions is de-
rived by propagating the systematic uncertainty of 〈lnA〉
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d〈lnRµ〉/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
〈lnA〉 data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d〈lnRµ〉/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the 〈lnA〉 data (±0.02 (sys.)), and
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FIG. 5. Average logarithmic muon content 〈lnRµ〉 (this
study) as a function of the average shower depth 〈Xmax〉 (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content 〈lnRµ〉. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d〈lnRµ〉/d lnE. The measured value is higher than
the predictions from 〈lnA〉 data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and 〈lnA〉-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d〈lnRµ〉/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Muon number in inclined showers

Combination of information on 
mean depth of shower maximum 
and muon number at ground

(Auger, PRD91, 2015)
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subtraction of the detection uncertainties from the total
spread. Its systematic uncertainty of ±0.033 is estimated
from the variations just described (±0.014 (sys.) in total),
and by varying the detection uncertainties within a plau-
sible range (±0.030 (sys.)).
At θ = 67◦, the average zenith angle of the data set,

Rµ = 1 corresponds to Nµ = 1.455× 107 muons at the
ground with energies above 0.3GeV. For model compar-
isons, it is sufficient to simulate showers at this zenith
angle down to an altitude of 1425m and count muons at
the ground with energies above 0.3GeV. Their number
should then be divided by Nµ = 1.455× 107 to obtain
RMC

µ , which can be directly compared to our measure-
ment.
Our fit yields the average muon content 〈Rµ〉. For

model comparisons the average logarithmic muon con-
tent, 〈lnRµ〉, is also of interest, as we will see in the next
section. The relationship between the two depends on
shape and size of the intrinsic fluctuations. We compute
〈lnRµ〉 numerically based on our fitted model of the in-
trinsic fluctuations:

〈lnRµ〉(1019 eV) =
∫ ∞

0

lnRµ N (Rµ) dRµ

= 0.601± 0.016+0.167
−0.201(sys.), (8)

where N (Rµ) is a Gaussian with mean 〈Rµ〉 and spread
σ[Rµ] as obtained from the fit. The deviation of 〈lnRµ〉
from ln〈Rµ〉 is only 2% so that the conversion does not
lead to a noticeable increase in the systematic uncer-
tainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, nor
for a dependence on the zenith angle or the distance of
the shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ = 67◦ with the
hadronic interaction models QGSJetII-04 and Epos
LHC is shown in Fig. 4. The ratio 〈Rµ〉/(E/1019 eV)
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number.
We compute the ratio from Eq. (4) (line), and alterna-
tively by a bin-wise averaging of the original data (data
points). The two ways of computing the ratio are visually
in good agreement, despite minor bin-to-bin migration
effects that bias the bin-by-bin method. The fitting ap-
proach we used for the data analysis avoids the migration
bias by design.
Proton and iron showers are well separated, which il-

lustrates the power of 〈Rµ〉 as a composition estimator.
A caveat is the large systematic uncertainty on the abso-
lute scale of the measurement, which is mainly inherited
from the energy scale [40]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
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FIG. 4. Average muon content 〈Rµ〉 per energy E as a func-
tion of the shower energy E, as measured bin-by-bin (circles)
and by the fit of Eq. (4) (line). Square brackets indicate the
systematic uncertainty of the bin-by-bin data points, the di-
agonal offsets are caused by the correlated effect of systematic
shifts in the energy scale. The grey band indicates the sta-
tistical uncertainty of the fitted line. Shown for comparison
are theoretical curves for proton and iron showers simulated
at θ = 67◦ (dotted and dashed lines). Black triangles at the
bottom indicate the energy bin edges. The binning was ad-
justed to obtain equal numbers of events per bin.

hadronic interaction models around and above energies
of 1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the

data is the high abundance of muons in the data. The
measured muon number is higher than in pure iron show-
ers, suggesting contributions of even heavier elements.
This interpretation is not in agreement with studies based
on the depth of shower maximum [39], which show an av-
erage logarithmic mass 〈lnA〉 between proton and iron in
this energy range. We note that our data points can be
moved between the proton and iron predictions by shift-
ing them within the systematic uncertainties, but we will
demonstrate that this does not completely resolve the
discrepancy. The logarithmic gain d〈lnRµ〉/d lnE of the
data is also large compared to proton or iron showers.
This suggests a transition from lighter to heavier ele-
ments that is also seen in the evolution of the average
depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth 〈Xmax〉
of the shower maximum. A valid hadronic interaction
model has to describe all air shower observables consis-
tently. We have recently published the mean logarith-
mic mass 〈lnA〉 derived from the measured average depth
of the shower maximum 〈Xmax〉 [39]. We can therefore
make predictions for the mean logarithmic muon content
〈lnRµ〉 based on these 〈lnA〉 data, and compare them

Number of muons in showers with θ>65°

Several measurements: strong indica8ons (evidence?) for muon discrepancy
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Fig. 12 Mean logarithmic muon density 〈ln ρ35〉 as a function of the
mean depth of shower maximum 〈Xmax〉 for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between 〈Xmax〉 and 〈ln ρ35〉 can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The 〈Xmax〉 data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (〈ln ρ35〉UMD − 〈ln ρ35〉sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat)± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat)± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = 〈ln x〉 − 〈ln x〉p

〈ln x〉Fe − 〈ln x〉p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols 〈·〉p and 〈·〉Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict 〈ln ρ35〉 for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of 〈Xmax〉 by the FD converted into an aver-
age logarithmic mass 〈ln A〉 and finally into z = 〈ln A〉/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For
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Fig. 11 Energy-normalized muon densities 〈ρ35〉/(E/1018 eV) as a
function of E compared to expectations from simulations using EPOS-
LHC (dashed) and QGSJetII- 04 (dotted). Error bars denote the statisti-
cal uncertainties, while systematic uncertainties are indicated by square
brackets

the p.d.f. reduces to a discrete sum over the events:

p # 1
Ntot

Ntot∑

i=1

RSD(ESD|ESDi , σSDi )

×RUMD(ρ35|ρ35(ESDi ), σUMDi ). (15)

Using the relationship of equation (13), the coefficients
A and B are then determined maximizing the log-likelihood
function lnL (A, B) = ∑N

k=1 p(ρ35k, ESDk) where N is
the number of events above 1017.3 eV. Note that, as a rem-
nant of the integration over energy between 0 and infinity
in equation (14), the sum over the Ntot events entering into
equation (15) extends to lower energies to capture the fluctu-
ations of the energy estimator. The best fit solution is shown
as the solid line in Fig. 10, obtained for the best-fit parameters

A = (1.75 ± 0.05(stat.)± 0.05(sys.))m−2, (16)

B = 0.89 ± 0.04(stat.)± 0.04(sys.). (17)

The statistical parameter uncertainties have been calculated
by generating 1000 balanced bootstraps from the data set,
repeating the fit for every bootstrap sample, and calculating
the standard deviations from fit results. The distribution of
the normalized residuals (ρ35−〈ρ35〉)/〈ρ35〉 is shown in the inset
of Fig. 10.

The evolution of the muon content in data is compared
to that in simulations of proton (in red) and iron (in blue)
primaries in Fig. 11, bracketing the lightest and heaviest
cosmic-ray primaries. The muon densities are normalized
by the energy to soften most of the energy scaling and thus
emphasize the effect of the primary mass on the muon num-
ber. The number of events in each energy bin is stated at
the top of the figure. The statistical uncertainties are shown

as the error bars, propagating the correlation between ρ35
and E , while the square brackets stand for the systematic
uncertainties. The impact of the systematic uncertainty in
the SD energy estimate, amounting to 14%, is shown by the
diagonal shift of the square brackets. The obtained fit curve
is shown as the black solid line with a shaded band cor-
responding to the statistical uncertainties. Simulation results
have been obtained by making use of two leading LHC-tuned
high-energy hadronic interaction models, namely EPOS-
LHC (dashed) and QGSJetII- 04 (dotted). The gain param-
eters, B, obtained from both hadronic interaction models are
B = 0.91 for iron and B = 0.92 for proton primaries, con-
sistent within uncertainties to those obtained from data.

However, the observed muon densities are larger in data
than those predicted by the models. For instance, in the
extreme case of a pure iron composition, the observed val-
ues are between 8% (EPOS- LHC) and 14% (QGSJetII- 04)
larger than those predicted at 1018 eV. We note however that
a shift of the data points within the systematic uncertainties
is enough to bring them in the region of the iron primaries.
These systematic uncertainties are mainly inherited from the
energy scale uncertainty [34]. They appear to be the limiting
factor to use ρ35 as a mass-composition estimator, but we
show next the power of the ρ35 measurements to probe the
consistency of hadronic interaction generators to model the
development of EASs.

4.2 Combination with other measurements

The muon density is sensitive to the primary mass composi-
tion. The above result can thus be used to test the ability of
the hadronic interaction models to describe air showers by
comparing it with that expected from the primary composi-
tion extracted in an independent way. Thanks to the hybrid
nature of the Pierre Auger Observatory, such an independent
mass-composition estimate is inferred from measurements
of the mean depth of shower maximum 〈Xmax〉 [32].

The most prominent mass-sensitive tracer is Xmax, a quan-
tity directly observed with fluorescence detectors. It strongly
depends on the primary particle interaction with air nuclei
through the inelastic cross section and the multi-particle
production, in particular through high-energy neutral pions
which decay into photons at high energies. In this regard,
models maximally benefit from the studies of proton-proton
and proton-nucleus collisions at the LHC. By contrast, the
muon content of EASs stems from a multi-step cascade pro-
cess, mostly driven by interactions of secondary charged
pions and kaons with air. ρ35 thus depends on properties of
pion-air collisions over a wide range of energies, for which
a detailed knowledge is lacking.

Furthermore, in the framework of the generalised Heitler
model, both quantities can be related to the mean logarith-
mic mass 〈ln A〉 through a linear dependence. Consequently,
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Muon excess seen by many experiments
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Energy-dependent discrepancy
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Other	effects	also	present:	possible	dependence	on	shower	age,	lateral	distance,	energy	threshold	

Subtracting	mass-effect	
(here	estimated	by	GSF,	
other	choices	possible)	to	
make	energy-dependent	
trend	more	visible	

Correlation	or	causation?	
Average	lateral	distance	of	data	
also	increases	with	energy	

(WHISP working group, Cazon et al., ICRC 2019)

What we have learned
•  Combining	measurements	is	very	powerful	

–  Greatly	extends	phase-space	coverage	
–  Allows	for	cross-checks	
–  Reasonable	agreement	in	very	diverse	experiments	

	
•  Challenges	and	solutions	

–  Muon	measurements	differ	in	many	details	
•  	Convert	to	comparable	quantity	z	

–  Muon	density	depends	on	uncertain	mass	composition	
•  Subtract	effect	using	other	variable	(e.g.	Xmax)	or	model	(e.g.	GSF)	
•  Alternative:	Select	protons	(only	deep	showers)	or	iron	(via	direct	
Cherenkov	light)	out	of	mixed	composition	

–  Muon	density	offset	almost	proportional	to	energy	scale	offsets	
•  Cross-calibrate	relatively	by	matching	fluxes	of	air	shower	experiments	
•  Cross-calibration	globally	with	model	like	GSF	

Hans	Dembinski	|	MPIK	Heidelberg,	Germany	 19	

z =
lnNdet

µ � lnNdet
µ,p

lnNdet
µ,Fe � lnNdet

µ,p
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Energy-dependent discrepancy
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Other	effects	also	present:	possible	dependence	on	shower	age,	lateral	distance,	energy	threshold	

Subtracting	mass-effect	
(here	estimated	by	GSF,	
other	choices	possible)	to	
make	energy-dependent	
trend	more	visible	

Correlation	or	causation?	
Average	lateral	distance	of	data	
also	increases	with	energy	

CF7 CF0-EF6 EF7-AF4 AF0 Dennis Soldin-083 




Shower-to-shower fluctuation of number of muons

17

10

Including composition

Fluctuations Average

10

Including composition

Fluctuations Average

11

Interpretation

First interaction

(Phys. Lett. B 784 (2018) 68–76, talk by R. Conceição CRI15h)

Full shower / hadronic cascade

(WHISP report, talk by L. Cazon CRI15e)

Fluctuations Average

Solve muon problem:

more muons but preserve fluctuations  
No big change in 
first interaction!

(Auger ICRC 2019, Cazon et al. Phys. Lett. B 784 (2018) 68, 2006.11303)

Mean number of muons depend on whole chain of hadronic interactions 
Fluctuations are driven by multiplicity & energy distribution fluctuations of first interaction



Model scenarios for increasing number of muons

p+

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1 Baryon-An8baryon pair produc8on   (Pierog, Werner 2008) 
• Baryon number conserva.on 
• Low-energy par.cles: large angle to shower axis 
• Transverse momentum of baryons higher 
• Enhancement of mainly low-energy muons

Baryon 
sub-shower

Meson 
sub-shower

Decay of 
leading par.cle

(Grieder ICRC 1973; Pierog, Werner PRL 101, 2008)

2 Leading par8cle effect for pions    (Drescher 2007, Ostapchenko 2016) 
• Leading par.cle for a π could be ρ0 and not π0 
• Decay of ρ0 to 100% into two charged pions 
• Unknown leading par.cle effects?

3 New hadronic physics at high energy   (Farrar, Allen 2012, 

Anchrodoqui et al., Pierog et al. 2019) 
• Quark-gluon plasma forma.on (collec.ve effects) 
• Inhibi.on of π0 decay (Lorentz invariance viola.on etc.) 
• Chiral symmetry restaura.on

30% chance to have
π0 as leading particle

18
CF7 CF0-EF6 EF7-NF5 NF6-AF4 AF0 LAA-074 ,

CF7 CF0-EF6 EF7-NF5 NF6 Jorge Soriano-058 
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Upgrade of Auger Observatory: AugerPrime
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15% duty cycle

100% duty cycle

(AugerPrime design report 1604.03637)

- Scintillators (3.8 m2) and radio 
antenna on top of each array detector 

- Composition measurement 
up to 1020 eV 

- Composition selected anisotropy 

- Particle physics with air showers Ongoing upgrade AugerPrime 
(scintillators and radio antennas)

Inclined showers: 

radio antennas: energy of showers 
water-Cherenkov detectors: muons

Vertical showers: 

scintillators and water- 
Cherenkov detectors:

em. particles vs. muons

Array as of 2020-10-07



AugerPrime – first data
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